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ABSTRACT
A three-dimensional (3D) numerical model based on the unsteady Reynolds equations was used to simulate near-field dam-break flows and estimate the
impact force on obstacles. The model employs a projection method to solve the governing equations and the method of volume of fluid (VOF) to capture
the water surface movement. The model is first applied to simulate two physical model experiments of dam-break flows. Model-predicted pressure,
water depth and velocity distributions are compared with laboratory measurements. For the second case, the 3D-VOF model predictions are also com-
pared with predictions made by a two-dimensional model. The 3D-VOF model is then used to calculate the impact force of dam-break flow on a steady
obstacle. A physical model experiment is set up to assist the numerical model study. The model-predicted impact force on the obstacle and the critical
condition for it to move are compared with the measurements from the experiment.

Keywords: Dam-break flow, flume experiment, impact force, VOF method, 3D model

1 Introduction

A dam-break flow corresponds to an uncontrolled release of

water due to a dam, a dyke or other types of hydraulic structure

failures. The resulting rapid water-level increase creates serious

floods, with sharp gradient wave fronts and significant impact

forces on structures or obstacles. From the hydrodynamic point

of view, dam-break flows normally involve shockwaves and sub-

critical, supercritical and trans-critical flows. Both analytical and

numerical models were used to predict dam-break flows in ideal-

ized conditions (Lauber and Hager 1998), with numerical models

being also capable of predicting more complex dam-break flows.

Two-dimensional (2D) depth-integrated hydrodynamic

models, originally developed to simulate unsteady shallow-

water flows, were used to compute flood propagation along

rivers and floodplains. These models have been gradually

adapted to sharp gradient surface flows, including dam-break

flood waves. A growing number of such models are currently

being used to simulate natural flows such as flash floods (Hogg

and Pritchard 2004), floods with sediment transport (Pritchard

2005), snow avalanches (Bartelt et al. 1999), debris flows

(Huang and Garcı́a 1997, Iverson 1997) and lava flows (Griffiths

2000). In recent years, many numerical methods have been

developed to simulate dam-break flows, including the character-

istics method (Katopodes and Strelkoff 1978, 1979), finite-

difference method (Aureli et al. 2000, Macchione and Morelli

2003, Liang et al. 2007a, 2007b, 2007c), discrete finite-

element method (Cockburn et al. 2000, Dawson and Martinez-

Canales 2000) and finite-volume method (Zhou et al. 1996,
Wang and Liu 2001, Medina et al. 2008). Hervouet and Petitjean
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(1999) presented 2D model simulations of Malpasset dam-break

flows using the software package TELEMAC-2D. The study

concludes that the 2D model is capable of simulating flood-

waves over large floodplains of some tens of kilometres in

length.

Although depth-averaged shallow water flow models can be

used to simulate dam-break flows, they have limitations. This

is due to the fact that a number of assumptions are used in deriv-

ing the shallow water equations (SWE). Among them, the most

important are: long-wave approximation, i.e. no significant cur-

vature of free surface, hydrostatic pressure distribution and mild

velocity profile. For flows involving a considerable variation in

flow depth in the vertical direction, such as near-field dam-

break flows, the above assumptions may not always hold. Due

to the rapid propagation speed, dam-break flows induce signifi-

cant impact force on structures or obstacles. Thus, a reliable

estimation of the impact forces is important for flood risk assess-

ment. However, due to the hydrostatic pressure assumption, the

capability of 2D shallow water models is limited in dealing with

(i) rapid surface-level changes in their vicinity and (ii) dynamic

pressure distribution at the water and structures or obstacles

interfaces. These limitations may affect the 2D model accuracy

in computing the impact forces.

For depth-averaged 2Dmodels, it is relatively straightforward

to locate the free surface, as the water depth is one of the

unknowns in the 2D hydrodynamic equations. The location of

the free surface is known once the solution of the hydrodynamic

equations is found. However, the water depth is not explicitly

included in the 3D hydrodynamic equations, thus extra effort is

needed to locate the free surface. Recently, efforts focused on

numerically predicting the formation and propagation of shock

waves by explicitly capturing the free surface. According to

the way in which the surface is reconstructed in the model,

free-surface-capturing methods can be generally classified as:

(1) free-surface-tracking approach or (2) discharge-tracking

approach. Approach (1) involves coordinate transformation,

e.g. numerical conformal mapping, but it is rarely used in simu-

lating flows around obstacles, because of the difficulty in dealing

with the multiple-value problem when water flows over and

under an obstacle. Approach (2) is more widely used, which

includes the marker and cell method (Harlow et al. 1965),

volume of fluid (VOF) method (Hirt and Nichols 1981) and

level-set method (Osher and Sethian 1998). Approach (2) was

used in simulating surface wave propagation and wave–struc-

ture interaction, because it is capable of dealing with the pro-

blems of free surface rolling over and breaking. Time-averaged

turbulent models and large-eddy simulation models were used

in these models to simulate the interaction between waves and

structures (Armenio 1998). Tao and Xie (1999) and Yuan and

Tao (2000) employed the level-set method to simulate 2D verti-

cal dam-break flows. A three-dimensional (3D) numerical model

based on solving Reynolds equations and the VOF method was

developed by Yang et al. (2006) to simulate the interaction

between short period waves and small-diameter cylinders.

The aim of this study is to assess the performance of the 3D-

VOF model by Yang et al. (2006) for simulating near-field

dam-break flows and the associated impact force on steady

obstacles. In Section 2, details of the governing equations,

boundary conditions and the solution method used are given.

Model applications to two laboratory experiments are presented

in Section 3. One is a near-field dam-break flow experiment con-

ducted by the present authors, whereas the other is a dam-break

flow experiment conducted in a channel with a sudden enlarge-

ment by Soares Frazão et al. (2003). In Section 4, the model is

used to determine the impact of dam-break flow induced force

on steady obstacles. Details of a laboratory experiment and

the numerical model simulation undertaken to determine the

impact force on an obstacle are given. Comparisons are made

between model predictions and experimental results. Section 5

summarizes the main findings of this study.

2 Numerical model

2.1 Governing equations

As described above, 3D models are required to simulate rapidly-

varying near-field flows and the forces impacted on structures or

obstacles in a dam-break flow situation. Furthermore, dam-break

waves may reflect as they hit an obstacle, and the water surface

changes sharply. The flow regime is generally turbulent; thus, a

high Reynolds number turbulence model is used herein. The

numerical model is based on the 3DReynolds equations. The tur-

bulence model used is the two equation k-1model. For 3D flows,

for which the length scale cannot be prescribed empirically in an

easy way, two equation models are the simplest turbulence

models that promise success (ASCE Task Committee on Turbu-

lence Models in Hydraulic Computations 1988).

In Cartesian coordinates, the governing equations for the fluid

flow are expressed as:

Continuity equation
∂ui
∂xi

= 0 (1)

Momentum equations

∂ui
∂t

+ uj
∂ui
∂xj

= − 1

r

∂p

∂xi
+ gi +

∂tij

∂xj
(2)

k-1 equations

∂k

∂t
+ uj

∂k

∂xj
= ∂

∂xj

yt

sk
+ y

( )
∂k

∂xj

[ ]
+ G− 1 (3)

∂1

∂t
+ uj

∂1

∂xj
= ∂

∂xj

yt

s1

+ y

( )
∂1

∂xj

[ ]
+ C11

1

k
G− C21

12

k
(4)
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in which

tij = 2 y+ yt( )sij −
2

3
kdij

G = 2ytsij
∂ui
∂xj

sij =
1

2

∂ui
∂xj

+ ∂uj
∂xi

( )

yt = Cd
k2

1

where k ¼ turbulent kinetic energy, 1 ¼ turbulent energy dissi-

pation rate, G ¼ rate of production of turbulence kinetic

energy, i ¼ 1, 2, 3, j ¼ 1, 2, 3, dij ¼ Kronecker delta function,

y ¼ kinematic viscosity, y t ¼ eddy viscosity, ui ¼ velocity

component in the ith direction, p ¼ pressure, r ¼ fluid density,

gi ¼ component of gravity acceleration in the ith direction, g1
¼ g2 ¼ 0, g3 ¼ 2g. The coefficients in Eqs. (3) and (4) are

chosen based on the “standard k-1 model” by Launder and

Spalding (1974) as Cd ¼ 0.09, C1g ¼ 1.44, C2g ¼ 1.92, sk ¼

1.00, s1 ¼ 1.30. The standard k-1 model is one of the most

widely tested and successfully applied turbulence models. Its

predictive capabilities for many near-field situations are well

established (ASCE Task Committee on Turbulence Models in

Hydraulic Computations 1988).

2.2 Boundary conditions

For the dam-break problems concerned in this study, the

following boundary conditions are used:

1) At the water surface, the following kinetic and dynamic

boundary conditions are satisfied

∂h

∂t
+ uj

∂h

∂xj
= 0 (5)

p− yt
∂ui
∂xj

+ ∂uj
∂xi

( )
ninj = tn

yt
∂ui
∂xj

+ ∂uj
∂xi

( )
nitj = tt

(6)

in which h is the free surface elevation, ni, nj ¼ (n1, n2, n3)
and tj ¼ (t1, t2, t3) are normal and tangential unit vector of

the water surface, respectively, tn and tt ¼ normal and

tangential stress acting on the water surface, respectively.

2) The wall function (Launder and Spalding 1974) is adopted

within the near-wall region, where the velocity is described

by the logarithmic law.

3) At the upstream boundary, the flow velocity is set to zero.

4) At the outflow boundary, the flow is assumed to be fully

developed, with a zero normal gradient specified for all

flow variables.

2.3 Free-surface-tracking method

The VOFmethod is used to track the free surface. A function f ¼

f(x1, x2, x3, t) is defined at each point within the model domain. If

a point is occupied by water, f ¼ 1, and f ¼ 0 otherwise. Within

each cell, a function is defined to represent the volume fraction of

fluid, namely

F(x1, x2, x3, t) =
1

DV

∫∫∫
DV

f (6,h, z, t)d6dhdz (7)

whereDV is the cell volume. The free surface lies in a cell if the F
value at this cell is between 0 and 1. The transport equation ofF is

∂F

∂t
+ ∂uiF

∂xi
= 0 (8)

By solving Eq. (8), the location of the free surface is determined.

However, F cannot be solved by any regular discrete difference

scheme because it is a step function. Therefore, it is solved in

two steps, first by an advection step and then a reconstruction

step. At the advection step, new volume fraction values are first

calculated using theF values and interface configuration obtained

from the previous step. The new interface is then reconstructed

from the new volume fraction field. In this study, the SOLA-

VOF method proposed by Hirt and Nichols (1981) is used. The

interfacewithin each cell is thereby represented as either a vertical

or a horizontal surface, the direction ofwhich depends only on the

spatial gradient of volume fraction F.

2.4 Solution method

The computation domain is discretized into cuboid cells. Within a

cell, all scalar variables (p, k, 1, y t, and the VOF function F) are
located in the cell centre and the vector quantities are located

on the middle points of the side faces . The Reynolds equations

are solved by a two-step projection method. In the first step, the

ith direction momentum equation is used to find an intermediate

velocity,

ûn+1
i − uni
Dt

= −unj
∂uni
∂xj

+ gi +
∂tnij

∂xj
(9)

inwhich the superscript n indicates the time level andDt is the time

step. At this stage, the continuity equation is not satisfied yet.

The second step is to project the intermediate velocity field

onto a divergence-free plane to obtain the final velocity

un+1
i − ûn+1

i

Dt
= − 1

rn
∂pn+1

∂xi
(10)

∂un+1
i

∂xi
= 0 (11)

It can be demonstrated that by combining Eqs. (9) and (10) the

Reynolds equations are approximately satisfied. Taking the
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divergence of Eq. (10) and applying Eq. (11) to the resulting

equation yield the Poisson pressure equation

∂

∂xi

1

rn
+ ∂pn+1

∂xi

( )
= 1

Dt

∂ûn+1
i

∂xi
(12)

The k, 1 equations (3) and (4) are discretized as

kn+1
ij − knij

Dt
= −kx − ky + kvis

+ 1

2
(Gn+1

ij + Gn
ij − 1n+1

ij − 1nij)
(13)

1n+1
ij − 1nij

Dt
= −1x − 1y + 1vis + C11

1nij

knij
Gn+1

ij

− C21

1nij

knij
1n+1
ij (14)

In Eq. (13), kx and ky ¼ advection terms of the turbulent kinetic

energy k in the x- and y-directions, respectively, and kvis ¼ diffu-

sion terms of k. In Eq. (14), 1x and 1y ¼ advection terms of the

turbulent dissipation rate 1 in the x- and y-directions, respect-
ively, and 1dis ¼ diffusion terms of 1.

3 Dam-break simulations

The 3D-VOF model was applied to two test cases to simulate

near-field dam-break flows. In case 1, the model was applied

to a small-scale dam-break problem, for which a flume exper-

iment was first conducted to provide data. In case 2, the model

was applied to a laboratory experiment conducted by Soares

Frazão et al. (2003). The 3D model predictions were also

compared with predictions obtained from a depth-integrated

2D model.

3.1 Case 1: dam-break flow in a rectangular channel

This experiment was carried out in a 28 m long, 1.6 m wide and

1 m deep flume (Fig. 1). Its side walls were made of glass and the

bed was of concrete. A 1.0 m high dam was built 10 m from the

upstream flume end to separate the reservoir from the floodplain.

The dam had a 0.2 m wide gap. A flood gate, made of wood and

rubber, was used to control the upstream water level. Initially, the

reservoir water level was set to 0.4 m and the water level in the

floodplain downstream of the dam was set to 0.12 m. The aim

of this experiment was to observe the free surface and pressure

and velocity fields. Twenty-one pressure-sensing probes were

embedded in the floodplain bed to record the instant dynamic

pressure distributions. The pressure probes can sense and

record the instant pressure with a maximum frequency of

50 Hz. The surface velocity field was captured by a velocity

dynamic measurement system (VDMS) based on the particle

image velocimetry (PIV) technology. A commercial software

package was used to transform images to velocity fields. The

software was first set up jointly with the VDMS and calibrated

before the experiment. Three cameras were used to record the

velocity field. White 0.5 cm diameter plastic wafers were used

as tracers for velocity measurement.

The flood gate was removed manually at the beginning of

each experiment. The average time for the gate to be lifted out

of the water was found to be about 0.24 s. According to

Lauber and Hager (1998), this time period can be considered

as instantaneous. After the gate was removed, the dam-break

wave spread quickly along the channel. The wave front

reached the flume end and was reflected into the domain of inter-

est within t � 20 s. Thus, only the experimental data collected in

the first 20 s were used.

The numerical model deployed a regular rectangular grid

of 80,000 (160 × 50 × 10) points. The time step was set to

0.01 s and the total computational time for each run was about

10 min using a 2.4 GHz PC. Model predictions indicated that

after the dam was suddenly removed, the water level just

behind the wave front increased rapidly, while the water level

within the reservoir gradually decreased. The water level

behind the wave front reduced gradually with time, in agreement

with pressure measurements as discussed below.

Figure 2 shows the measured dynamic pressure distributions

and the corresponding numerical model predictions at two

typical gauging points, i.e. points 11 and 18 (Fig. 1a). At point

11, the flood wave front arrived at about 1.0 s after the gate

was removed. Initially, the pressure increased slowly. From t
¼ 1.4 s, the pressure started to increase rapidly, until the pressure

head had reached 0.21 m at t ¼ 2.3 s. The pressure then

decreased, yet with some oscillations, until the pressure head

was reduced to about 0.154 m at t ¼ 20 s. At point 18, the

pattern of pressure change was similar to that at point 11, but

the pressure wave arrived about 0.5 s later. The model-predicted

dynamic pressure distributions agree generally well with the test

measurements. At the rapid pressure increase phase, the model-

predicted slope increase was slightly steeper than that measured.

This is likely to be due to the fact that the numerical model

assumed an instant flood gate release while in the experiment

it took about 0.24 s to release the gate. During the pressure-

decreasing phase, the model was able to predict the average

pressure values, but less well the oscillations recorded by the

pressure probes.

The model-predicted velocity fields were then compared with

these obtained by the digital PIV. Due to the large quantity of data

involved and memory limitation, the velocity field was captured

only once in every 10 s. Thus, for each experiment, two frames of

velocity field were captured at (i) t ¼ 2.5 s and (ii) t ¼ 12.5 s.

Because of the high flow speed just downstream of the gate

and the steep slope of the flood wave front, the tracer particles

in some regions were not captured by cameras.

Figure 3 compares model-predicted and measured velocity

fields at the water surface, at t ¼ 2.5 s. Comparing with the

pressure predictions, the model-predicted surface velocity
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fields agrees less well with the experimental results. This is

thought to be partly due to the fact that the experimental

results were snapshots at the water surface, while the numerical

model predictions were based on velocities over the volume of

the top layer cells. Nevertheless, the key features were captured

by the numerical model. At t ¼ 2.5 s, the camera-captured pos-

ition of the wave front (rectangular boxes on the right side of

Fig. 3) and the large flow velocities at the central channel

portion were correctly predicted by the numerical model. It

was also found that at t ¼ 12.5 s, the model-predicted vortex

regimes largely agree with the test image. At the initial stage

of model simulation, small magnitude oscillations are observed

at the wave front, due to the steep gradient of water level

caused by the sudden gate removal. The oscillations disappeared

as the wave front moved forward.

From laboratory and numerical model results, it was observed

that the dam-break flows were turbulent near the flood gate.

Thus, a turbulence model is necessary for simulating near-field

dam-break flows. However, the predicted velocity distributions

are smoother than the observations. This is thought to be partly

due to the homogeneous eddy viscosity employed in the standard

k-1 model.

3.2 Case 2: dam-break flows in channel with sudden
enlargement

Soares Frazão et al. (2003) conducted a series of laboratory

experiments to investigate dam-break flows. They also under-

took numerical model simulations using a 2D model called

Roe2D-2oT. In the present study, the 3D-VOF numerical

Figure 1 Experimental set-up and selected gauging points: (a) top view and (b) side view

Figure 2 Comparisons betweenmodel-predicted pressure distributions
and experimental measurements at gauging points (a) 11 and (b) 18 Figure 3 (a) Predicted and (b) measured velocity field at t ¼ 2.58s

788 C. Yang et al. Journal of Hydraulic Research Vol. 48, No. 6 (2010)
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model was used to predict the flow field for one of their exper-

iments. The 3D model predictions were compared with the

experimental data and the 2D numerical model results published

by Soares Frazão et al. (2003).

The flume was 7.6 m long with an enlargement 4.82 m from

the upstream end and a gate located at 4.0 m from the upstream

end (Fig. 4). Five water-level gauges were used to record water

levels at selected points, S1–S5, and a digital imaging method

was used to obtain the surface-velocity field. The dam-break

flow test simulated herein had an initial water depth of 0.20 m

in the reservoir and an initially dry bed in the floodplain. The

Manning coefficient was 0.015 sm21/3 (Soares Frazão et al.
2003).

In Fig. 5, numerical model-predicted water levels at gauging

points S2 and S4 are compared with the measurements, resulting

from both the 3D-VOF model and Roe2D-2oT model by Soares

Frazão et al. (2003). The results from the Roe2D-2oT model

agree with the experimental results well for most of the simu-

lation time, but a delay is observed in the arrival time of the

hydraulic jump. The 3D-VOF model predicted slightly better

the sharp increase in water level at the wave front and the

timing of the hydraulic jump, due to the improved accuracy in

capturing the free surface by using the VOF method.

A comparison was also made between the surface velocity

field predicted by the 3D model and the surface-velocity field

captured from the experiment by Soares Frazão et al. (2003),

with the numerical model-predicted flow pattern agreeing quite

well with the observations. Although depth-averaged 2D

models can also be used to predict such dam-break flows, they

are unable to predict the vertical distribution of the velocity

field. For some near-field dam-break flow problems, e.g. sedi-

ment transport-induced bed erosion, a good knowledge of the

vertical velocity distribution is beneficial.

It should be pointed out that near the wave front the vertical

pressure distribution is non-hydrostatic due to the rapid change

of water depth. Figure 6 shows the predicted vertical pressure

distribution at gauging point S4 at t ¼ 1.75 s. Note that the ver-

tical pressure distribution is nonlinear. Therefore, it can be con-

cluded that, although 2D models based on the hydrostatic

pressure assumption could be used to simulate the propagation

of dam-break flows, a 3D model capable of predicting non-

hydrostatic pressure distributions should be used for predicting

vertical pressure distributions in near-field dam-break flows.

This is especially true if the pressure distribution is to be

employed to calculate the impact force on structures or obstacles.

4 Impact force calculation

In a dam-break flow situation, structures or obstacles located near

the dam may suffer huge impact force because of the significant

Figure 4 Experimental set-up and position of gauging points in metre (Soares Frazao et al. 2003)

Figure 5 Comparison between experimental measurements and differ-
ent numerical results at (a) gauge S2 and (b) gauge S4 Figure 6 Predicted pressure distribution at gauging point S4 at 1.75 s
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energy carried by the flow. Traditional 2D numerical models

based on the SWE are generally unable to calculate such an

impact. Thus, the 3D-VOF numerical model was used herein

to simulate the impact forces. The stress on the obstacle

surface cell was determined using the pressure and velocity

fields obtained by the 3D numerical model according to

pij =
−p+ 2yt

∂ui
∂xj

− 1

3

∂uj
∂xj

( )
i = j

yt
∂uj
∂xi

+ ∂ui
∂xj

( )
i = j




(15)

The total impact force in the xi-direction Fi was obtained by

summing the forces on the entire interface cells (including both

normal and shear forces) between the obstacle and water in the

xi-direction.

To estimate the performance of the present numerical model

in calculating dam-break flow-induced impact forces, a labora-

tory experiment was conducted. It was conducted in a flume of

7 m × 0.3 m × 0.5 m (Fig. 7). The upstream flume portion

was first closed to form a reservoir. A brick measured at

0.22 m × 0.12 m × 0.07 m of weight 2.73 kg was initially

placed 0.6 m downstream. The resistance force of the channel

bed to the brick in still water was measured in advance using a

spring scale. The resulting relationship between the resistance

force and the still water depth is shown in Fig. 8. Due to the buoy-

ancy of the brick, the force required to move the brick depresses

as the water level increases. As the water level reaches the brick

height of 0.07 m, the force required to move the brick becomes

constant.

The friction coefficient l between the channel bed and the

brick was calculated based on Fig. 8 using

Fr = l(Wt − Ff ) (16)

where Wt ¼ weight of brick, Fr ¼ resistance of brick (i.e.

obtained from reading the spring scale) as the brick starts to

move, Ff ¼ buoyancy force, which was calculated as

Ff = rwgsbh (17)

where rw ¼ density of water, sb ¼ basal brick area, and h ¼

water depth around brick. From Fig. 8, l ¼ 2.813. Experiments

were then conducted with various initial reservoir water depths

hu. At each critical depth, a flood test was carried out by suddenly
opening the gate and recording the initial brick movement. It was

found that the critical reservoir water depth causing the brick to

move was about 0.123 m. Several tests were then conducted to

confirm this depth. The 3D-VOF model was then used to simu-

late the experiment. The impact force in the main flow direction

Fi was obtained based on Eq. (15). The resistance force Fr was

computed using Eqs. (16) and (17).

A series of numerical model simulations were then under-

taken, with the initial reservoir water depth being gradually

increased. If Fi . Fr, then the brick was assumed to be able to

move, and vice versa. The critical reservoir water depth hu for

the brick to move was found to be 0.135 m, which is 9.76%

larger than 0.123 m. The difference is mainly because (1) a

mean water depth was used to calculate the brick buoyancy,

(2) the brick roughness was not taken into account for calculating

the shear force at the interface between the brick and water and

(3) small measurement errors.

Figure 9 shows the model-predicted impact force and the bed

resistance force for hu ¼ 0.135 m. Note that the resistance force

decreases as the water level around the brick increases and there

is a rapid increase in the impact force as the flood wave front

passes the brick. The impact force catches up with the resistance

force at t ¼ 0.48 s. At this moment, the brick was about to move.

The model predicted initial reservoir level required for the

obstacle to move agreed relatively well with the experiments,

Figure 7 Experimental set-up, (a) top view, (b) side view

Figure 8 Resistance forces of brick Fr in water of various depths
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indicating that the present 3D-VOF model can be used to esti-

mate dam-break flow induced impact.

5 Conclusions

A 3D numerical model based on the unsteady Reynolds

equations was used to simulate near-field dam-break flows and

associate impact force on steady obstacles. The model was

applied to three tests. The first was to simulate a dam-break

flow experiment conducted by the authors. Model-predicted

pressure distributions at the floodplain bed agreed with the exper-

imental measurements generally well. However, the predictions

of the surface velocity distributions agreed less well. Neverthe-

less, similar flow patterns could still be observed between

model-predicted and measured velocity fields.

In the second test, the 3D-VOF model was used to simulate a

dam-break flow experiment for a non-symmetrical floodplain. In

addition to experimental measurements, the 3D model predic-

tions were also compared with predictions by a 2D model. The

3D-VOF model performed slightly better than the 2D model in

predicting the sharp increase in water level at the wave front

and the timing of the hydraulic jump. This is thought to be due

to the improved accuracy in capturing the free surface by using

the VOF method. The model results also indicate that the

pressure distribution is non-hydrostatic in the near field.

In the third test, the model was used to estimate flood flow-

induced impact force on hydraulic structures or obstacles. A

flume dam-break flow experiment was conducted to estimate

the impact force exerted on a steady obstacle. The 3D-VOF

model was used to predict the impact force on the obstacle and

the critical initial reservoir level required for the obstacle to

move. The model-predicted condition for the obstacle to move

agreed relatively well with experimentation. Note that the

results presented herein have uncertainties and limitations. In

test 1, the surface-velocity fields captured by the PIV system

involved relatively high level of uncertainties, and in test 3, the

dam-break-induced impact force was estimated indirectly by

initial reservoir levels. Improvement will be made in future

studies.
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Notation

f ¼ 1 if a point is occupied by water, otherwise f ¼ 0

Ff ¼ buoyancy of brick

Fi ¼ impact force in the xi-direction
Fr ¼ resistance

G ¼ production rate of turbulence kinetic energy

gi ¼ component of gravitational acceleration in the ith
direction

�h ¼ mean water depth around the obstacle

hb ¼ water depth behind the obstacle

hf ¼ water depth in front of the obstacle

hu ¼ initial water depth within the reservoir

k ¼ turbulent kinetic energy

nj ¼ (n1, n2, n3 ) ¼ vertical unit vector of water surface

p ¼ pressure

sb ¼ basal area of the obstacle

tj ¼ (t1, t2, t3) ¼ tangential unit vector of water surface

ui ¼ velocity component in the ith direction

ûn+1
i ¼ intermediate velocity

Wt ¼ weight of the obstacle

x ¼ distance in the x-direction
y ¼ distance in the y-direction

z ¼ distance in the z-direction
h ¼ distance from free surface to datum

r ¼ fluid density

y ¼ kinetic viscosity

1 ¼ turbulent energy dissipation rate

dij ¼ Kronecker delta function

y t ¼ eddy viscosity

tn ¼ vertical stress acting on water surface

Figure 9 Predicted resistance and impact forces for reservoir level of 0.135 m
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tt ¼ tangential stress acting on water surface

DV ¼ cell volume

l ¼ resistance coefficient

rw ¼ density of water
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